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# Abstract

## 1. Tiền huấn luyện (pre-trained)

Tiền huấn luyện là một phương pháp trong học sâu, trong đó một mô hình được huấn luyện trên một tập dữ liệu lớn để học các đặc trưng ngôn ngữ tổng quát trước khi được fine-tune trên các tác vụ cụ thể. Mô hình được huấn luyện sẽ biết cách ánh xạ từ ngữ liệu đầu vào sang các biểu diễn ngữ nghĩa trong không gian vector. Việc tiền huấn luyện này đã giúp cho các mô hình ngôn ngữ đạt được những thành tựu đáng kể trong nhiều tác vụ xử lý ngôn ngữ tự nhiên.

Việc tiền huấn luyện trên một tập dữ liệu lớn giúp cho mô hình hiểu được những kiến thức cơ bản và tổng quát trong dữ liệu, đồng thời giảm thiểu khả năng overfitting khi fine-tune trên tập dữ liệu nhỏ hơn.

## 2. Transformers Block

PhoBERT sử dụng Transformer block để xử lý ngôn ngữ tự nhiên. Mỗi Transformer block trong PhoBERT bao gồm hai phần chính:

Multi-Head Attention: khối này giúp mô hình chú ý đến các từ quan trọng nhất trong câu và tạo ra biểu diễn mới của các từ đó. Điều này cho phép mô hình tập trung vào các thông tin quan trọng nhất của câu để tạo ra một biểu diễn toàn cục cho cả câu.

Feed-Forward Neural Network: phần này được sử dụng để tính toán phức tạp trên các biểu diễn từ được tạo ra từ phần Multi-Head Attention. Điều này giúp mô hình học được các mối quan hệ giữa các từ trong câu và tạo ra các biểu diễn của câu phù hợp với tác vụ được yêu cầu, chẳng hạn như dịch máy hoặc phân loại văn bản. Feed-Forward Neural Network là một mạng thần kinh nhân tạo trong đó các kết nối giữa các nút không tạo thành một chu kỳ.

Mỗi Transformer block trong PhoBERT cũng sử dụng các kỹ thuật như residual connection và layer normalization để giúp mô hình học tốt hơn và tránh vấn đề mất gradient khi huấn luyện mạng nơ-ron sâu. Hai kỹ thuật giúp cho mô hình huấn luyện nhanh hội tụ hơn và trách mất mát thông tin trong quá trình huấn luyện mô hình. Ví dụ: thông tin của vị trí các từ được mã hóa.

## 3. XLM-R

### 3.1. Định nghĩa

XLM-R là viết tắt của "Cross-lingual Language Model - RoBERTa", là một mô hình học sâu pre-trained trên nhiều ngôn ngữ khác nhau. Mô hình này là sự kết hợp giữa hai phương pháp: pre-training ngôn ngữ đa ngữ và tối ưu hóa mô hình pre-training.

Trong quá trình pre-training, XLM-R sử dụng dữ liệu ngôn ngữ đa ngữ để học các đặc trưng ngôn ngữ chung. Điều này cho phép mô hình hiểu và tổng quát hóa được nhiều ngôn ngữ khác nhau. XLM-R cũng sử dụng RoBERTa, một mô hình pre-trained trên tiếng Anh, để tối ưu hóa quá trình pre-training. Việc sử dụng RoBERTa giúp cho XLM-R có thể học được nhiều đặc trưng ngôn ngữ hơn, đặc biệt là trong các vấn đề liên quan đến cú pháp và đồng nghĩa.

### 3.2. So sánh XLM-R với PhoBERT

XLM-R (Cross-lingual Language Model for Few-shot Learning) và PhoBERT đều là các mô hình ngôn ngữ tiên tiến được huấn luyện trước cho các ngôn ngữ khác nhau. Tuy nhiên, XLM-R được huấn luyện trên nhiều ngôn ngữ khác nhau, trong khi PhoBERT chỉ được huấn luyện trên tiếng Việt.

Một điểm khác biệt quan trọng khác giữa XLM-R và PhoBERT là PhoBERT đạt được hiệu suất tốt hơn trong nhiều tác vụ NLP cụ thể cho tiếng Việt, bao gồm phân loại thực thể định danh (Named-entity recognition), phân loại câu hỏi (Question answering), phân loại văn bản (Text classification) và phân tích ngữ nghĩa tự nhiên (Natural language inference).

Ngoài ra, PhoBERT cũng được cung cấp và tinh chỉnh cho ngôn ngữ Việt, trong khi XLM-R được cung cấp cho nhiều ngôn ngữ khác nhau. Tuy nhiên, XLM-R vẫn là một trong những mô hình tốt nhất cho các nhiệm vụ liên ngôn ngữ và được sử dụng rộng rãi trong cộng đồng NLP.

## 4. VietNamese-specific NLP task

### 4.1. Part-of-speech tagging (POS tagging) – Gán nhãn từ loại

Là tác vụ gán nhãn cho từng từ trong câu để xác định loại từ đó (tính từ, động từ, danh từ, ...). Tác vụ này có nhiều ứng dụng trong xử lý ngôn ngữ tự nhiên, chẳng hạn như phân tích cú pháp, phân tích ý định, dịch máy, ...

### 4.2. Dependency parsing – Phân tích cú pháp phụ thuộc

Là việc phân tích cú pháp của một câu, xác định mối quan hệ phụ thuộc giữa các từ trong câu. Dependency parsing giúp chúng ta hiểu được cấu trúc ngữ pháp của câu, đặc biệt là khi xử lý ngôn ngữ tự nhiên trong các ứng dụng như chatbot hoặc hỗ trợ tư vấn.

### 4.3. Named-entity recognition (NER) – Trích xuất thông tin thực thể

Là tác vụ nhận dạng và phân loại các thực thể trong văn bản, chẳng hạn như người, địa điểm, thời gian, tên tổ chức, tên sản phẩm, ... Tác vụ này có thể được sử dụng để tìm kiếm thông tin, phân tích tình hình thị trường, phân tích ý kiến, ... NER là một tác vụ quan trọng trong việc rút trích thông tin, phân loại văn bản và khai thác dữ liệu.

### 4.4. Natural language inference (NLI) – Suy luận ngôn ngữ tự nhiên

Đây là một nhiệm vụ quan trọng trong lĩnh vực xử lý ngôn ngữ tự nhiên, trong đó mô hình máy tính được huấn luyện để xác định mối quan hệ giữa hai câu trong tiếng tự nhiên, bao gồm xác định liệu chúng có cùng ý nghĩa, ngược lại hay là không liên quan gì đến nhau. Tác vụ này có nhiều ứng dụng trong xử lý ngôn ngữ tự nhiên, chẳng hạn như hệ thống trả lời tự động, đánh giá nhận thức người dùng, dịch máy, ...

NLI phân loại một cặp câu trong đó có một câu được gọi là giả thuyết (hypothesis) và một câu là ngữ cảnh (premise) theo một trong ba loại quan hệ: tương đồng, mâu thuẫn hoặc trung lập. NLI là tác vụ quan trọng trong việc giải quyết các vấn đề liên quan đến đọc hiểu, phân tích ngôn ngữ tự nhiên và trả lời câu hỏi.

# 1 Introduction

## 1. BERT

### 1.1. Định nghĩa

BERT (Bidirectional Encoder Representations from Transformers) là một kiến trúc mô hình ngôn ngữ trên cơ sở học sâu (deep learning) cho các tác vụ xử lý ngôn ngữ tự nhiên (NLP), được giới thiệu bởi Google vào năm 2018. BERT có khả năng "hiểu" được nghĩa của các từ trong văn bản và đưa ra các dự đoán chính xác cho các tác vụ liên quan đến ngôn ngữ như phân loại văn bản, dịch máy, gợi ý từ khóa và phân tích cảm xúc. BERT được huấn luyện trên một lượng lớn dữ liệu văn bản không có giám sát trước khi được điều chỉnh trên các tác vụ cụ thể, cho phép nó tự động học cách biểu diễn và đại diện cho các từ và câu trong các bài toán xử lý ngôn ngữ tự nhiên. BERT đã đạt được kết quả vượt trội trên nhiều bài toán NLP và trở thành một trong những mô hình NLP tiên tiến nhất hiện nay.

Do tiếp cận theo tư tưởng của RoBERTa, PhoBERT chỉ sử dụng task Masked Language Model để train, bỏ đi task Next Sentence Prediction.

### 1.2. Input và Output của BERT

Đầu vào của BERT là một đoạn văn bản, được mã hóa dưới dạng các chuỗi token (từ hoặc ký tự) và được thêm vào các token đặc biệt để biểu thị đầu/cuối câu hoặc đầu/cuối đoạn văn.

Đầu ra của BERT là một vector biểu diễn cho mỗi token trong câu đầu vào, được gọi là các feature vector. Các feature vector này có số chiều cố định và được huấn luyện để chứa thông tin phong phú về từng từ trong văn bản, bao gồm thông tin về ngữ nghĩa, cú pháp và ngữ cảnh.

Giả sử chúng ta có câu sau đây:

"John likes to watch movies and play football."

Input của BERT sẽ là chuỗi token sau đây:

[CLS] John likes to watch movies and play football. [SEP]

Trong đó, [CLS] và [SEP] là các token đặc biệt. [CLS] được thêm vào đầu câu để BERT biết đó là input của một nhiệm vụ cụ thể. [SEP] được sử dụng để phân tách hai đoạn văn khác nhau trong cùng một input.

Output của BERT là một vector biểu diễn cho toàn bộ câu đầu vào. Cụ thể, BERT sẽ tạo ra một ma trận embedding với kích thước [1 x L], trong đó L là chiều dài của vector embedding. Ma trận embedding này chứa thông tin về toàn bộ câu đầu vào và có thể được sử dụng để giải quyết các nhiệm vụ NLP khác nhau như phân loại văn bản, dự đoán từ tiếp theo trong câu, và phân tích cú pháp.

Hiểu thêm về cách thức hoạt động, oputput và input của BERT tại: https://miai.vn/2020/12/14/bert-series-chuong-1-bert-la-cai-chi-chi/

### 1.3. Ví dụ

Giả sử bạn muốn sử dụng BERT để phân loại email là thư rác (spam) hay thư thường (ham). Bạn sẽ cung cấp cho BERT một chuỗi ký tự đại diện cho email đó làm input. BERT sẽ xử lý và trả về cho bạn một output là xác suất rằng email đó là thư rác hoặc thư thường. Ví dụ, BERT có thể trả về output là "0.8" nghĩa là email đó có khả năng cao là thư rác với xác suất là 80%, hoặc "0.2" nghĩa là email đó có khả năng cao là thư thường với xác suất là 80%.

### 1.4. Ưu điểm PhoBERT so với RoBERTa

PhoBERT là một phiên bản được tinh chỉnh của RoBERTa cho ngôn ngữ tiếng Việt. Một trong những điểm mạnh của PhoBERT so với RoBERTa là việc sử dụng fastBPE để chia các câu thành các phần tử con với kích thước động bằng các subword units. Subword units được sử dụng để xử lý các từ dài, hiếm hoặc chưa từng được thấy trước đó, giúp mô hình có khả năng học được các từ mới và có khả năng tổng quát hóa tốt hơn. Ngoài ra, việc sử dụng fastBPE giúp tối ưu hóa việc xử lý dữ liệu và cải thiện độ chính xác của mô hình.

## 2. Phương pháp mã hóa Byte-Pair (BPE)

### 2.1. Tìm hiểu về mã hóa (Tokenize)

Trong PhoBERT, quá trình tokenize (tách từ) là quá trình tách câu văn thành các "token" (một đơn vị nhỏ nhất trong xử lý ngôn ngữ tự nhiên) để chuẩn bị cho quá trình xử lý tiếp theo như mã hóa và phân loại.

Được thực hiện bằng cách sử dụng mô hình tách từ từ vựng thay vì tách từ theo dạng tuần tự từ trái sang phải như các phương pháp thông thường, mô hình này sử dụng một đồ thị từ vựng để tối ưu hóa quá trình tách từ. Kết quả là việc tách từ được thực hiện hiệu quả hơn, đặc biệt là đối với các từ có cấu trúc phức tạp trong tiếng Việt.

### 2.2. Thuật toán BPE

**Định nghĩa:** BPE (Byte Pair Encoding) là một kỹ thuật nén từ cơ bản giúp chúng ta index được toàn bộ các từ kể cả trường hợp từ mở (không xuất hiện trong từ điển) nhờ mã hóa các từ bằng chuỗi các từ phụ (subwords). Nguyên lý hoạt động của BPE dựa trên phân tích trực quan rằng hầu hết các từ đều có thể phân tích thành các thành phần con.

**Cách thức hoạt động:** Phương pháp BPE sẽ thống kê tần suất xuất hiện của các từ phụ cùng nhau và tìm cách gộp chúng lại nếu tần suất xuất hiện của chúng là lớn nhất. Cứ tiếp tục quá trình gộp từ phụ cho tới khi không tồn tại các subword để gộp nữa, ta sẽ thu được tập subwords cho toàn bộ bộ văn bản mà mọi từ đều có thể biểu diễn được thông qua subwords.

**Ví dụ 1:** Cụ thể, BPE sử dụng phương pháp tìm và thay thế các cặp ký tự (byte pair) phổ biến nhất bằng một ký hiệu mới, nhằm giảm thiểu số lượng các ký tự cần được lưu trữ. Ví dụ, trong tiếng Anh, các cặp ký tự "th", "he", "in", "er" thường xuất hiện nhiều trong các từ, vì vậy chúng có thể được thay thế bằng một ký hiệu đại diện.

**Ví dụ 2**: từ "tin tức" trong phoBERT có thể được tách thành hai subword units là "tin" và "tức" bằng mô hình BPE. Sau đó, chúng sẽ được mã hóa thành các vector số để đưa vào mạng nơ-ron.

**Sử dụng trong PhoBERT:** Việc sử dụng mô hình BPE trong phoBERT giúp cho mô hình có thể học được các từ mới mà nó chưa từng gặp trước đó, đồng thời cũng giúp giảm kích thước của từ điển đầu vào. Từ đó, mô hình có thể đạt được kết quả tốt hơn trên các tác vụ NLP cho tiếng Việt.

### 2.3. Quá trình thực hiện thuật toán BPE

Quá trình cơ bản gồm các bước như sau:

**Bước 1**: Tính tần suất xuất hiện của các ký tự trong văn bản.

Giả sử chúng ta có đoạn văn bản sau: "I like to eat pizza, but I also like to eat sushi."

Ta tính tần suất xuất hiện của các ký tự trong văn bản:

![](data:image/png;base64,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)

**Bước 2:** Tạo ra các cặp ký tự phổ biến nhất và thực hiện mã hóa.

Ta lặp lại các bước sau cho đến khi đạt được số lượng mã hóa mong muốn:

* Tìm cặp ký tự phổ biến nhất trong các ký tự đã tính tần suất ở bước 1.
* Thay thế cặp ký tự phổ biến đó bằng một ký tự mới, được đặt tên là "ký tự đặc biệt".
* Cập nhật lại bảng tần suất xuất hiện với ký tự đặc biệt vừa được thêm vào.

Ví dụ về cách thực hiện quá trình BPE trên đoạn văn bản trên:

* Tìm cặp ký tự phổ biến nhất: 'e' và 't'
* Thay thế cặp ký tự bằng ký tự đặc biệt: 'et' -> '@'
* Cập nhật bảng tần suất xuất hiện:
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**Bước 4**: Lặp lại các bước 1-3 cho đến khi đạt được số lượng mã hóa mong muốn.

Ví dụ, nếu ta muốn tạo ra 100 mã hóa, ta sẽ lặp lại các bước trên cho đến khi đạt được 100 ký tự đặc biệt.

**Bước 5**: ta chọn cặp phổ biến có tần suất cao nhất và thực hiện quá trình ghép nối lại, kết quả là "Th" được tạo thành. Tiếp tục thực hiện từng bước như trên, ta sẽ tạo ra các subword khác như "the", "ll", "er", "ea", "is", "as", "la", "it", "hi", "st". Kết quả cuối cùng là tập hợp các subword sau:
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Việc tokenize một từ bằng BPE sẽ thực hiện bằng cách tìm kiếm các subword có trong từ đó, và nối chúng lại để tạo thành chuỗi subword. Ví dụ, từ "hello" sẽ được tokenize thành ['hel', 'l', 'o'], trong đó "hel" là một subword có trong từ điển, còn "l" và "o" là các ký tự đơn.

Chi tiết tại: <https://phamdinhkhanh.github.io/2020/06/04/PhoBERT_Fairseq.html#4-t%C3%ACm-hi%E1%BB%83u-v%E1%BB%81-m%C3%A3-h%C3%B3a-bpe-byte-pair-encoding>

# 2 PhoBERT

## 1. RoBERTa

### 1.1. Định nghĩa

RoBERTa là một mô hình ngôn ngữ được phát triển bởi Facebook AI Research (FAIR) vào năm 2019. Nó là một phiên bản cải tiến của mô hình BERT và được đào tạo trên một lượng lớn dữ liệu hơn so với BERT.

RoBERTa sử dụng một loạt các kỹ thuật tinh chỉnh để cải thiện quá trình huấn luyện và nâng cao hiệu suất của mô hình, bao gồm điều chỉnh các siêu tham số, tăng kích thước mô hình, mở rộng tập dữ liệu huấn luyện và thực hiện các quá trình tiền huấn khác. Nhờ những cải tiến này, RoBERTa đạt được kết quả tốt hơn so với BERT trên nhiều tác vụ ngôn ngữ tự nhiên. Trong bài báo được đề cập tới, PhoBERT sử dụng phương pháp tiền huấn dựa trên RoBERTa để đạt được hiệu suất tốt trên các tác vụ liên quan đến tiếng Việt.

### 1.2. Kỹ thuật cải tiến

RoBERTa sử dụng cùng một kiến trúc mạng nơ-ron như BERT, nhưng có một số cải tiến trong quá trình huấn luyện. Cụ thể, RoBERTa áp dụng các kỹ thuật cải tiến như:

1. **Không sử dụng mã hóa vị trí tương đối** (Relative Positional Encoding): Thay vì sử dụng mã hóa vị trí tương đối để định vị vị trí của từ, RoBERTa sử dụng mã hóa vị trí tuyệt đối (Absolute Positional Encoding) để chỉ định vị trí của từ trong câu.
2. **Không sử dụng token** [MASK]: Thay vì sử dụng token [MASK] như trong BERT để đưa ra câu hỏi cho mô hình, RoBERTa sử dụng một phương pháp khác để tạo ra dữ liệu huấn luyện, đó là sử dụng các phương pháp xáo trộn (data augmentation) để tạo ra các câu mới từ các câu đã có trong bộ dữ liệu.

Cụ thể: Trong quá trình tiền xử lý dữ liệu, BERT sử dụng một ký hiệu đặc biệt là [MASK] để thay thế ngẫu nhiên một số từ trong câu để cho mô hình học được khả năng dự đoán từ đó. Tuy nhiên, phương pháp này có thể gây ra sự hiện diện của [MASK] quá nhiều trong dữ liệu, dẫn đến sự thiếu đa dạng và overfitting.

Với RoBERTa, các tác giả đã thay đổi phương pháp tiền xử lý dữ liệu bằng cách sử dụng một phương pháp mới để xáo trộn chuỗi dữ liệu một cách hiệu quả hơn. Thay vì sử dụng [MASK], RoBERTa sử dụng phương pháp đưa ra một danh sách các câu khác nhau, sau đó xáo trộn các câu đó và lấy ra một số từ ngẫu nhiên để tạo thành câu mới. Phương pháp này giúp tăng tính đa dạng của dữ liệu và giảm thiểu sự xuất hiện quá nhiều của [MASK], giúp cải thiện khả năng mô hình học và tránh hiện tượng overfitting.

1. **Huấn luyện với thêm dữ liệu:** RoBERTa sử dụng một bộ dữ liệu huấn luyện lớn hơn nhiều so với BERT và các mô hình tiền đề khác. Bộ dữ liệu huấn luyện của RoBERTa bao gồm các nguồn khác nhau như Wikipedia, Common Crawl, BooksCorpus và một số nguồn báo chí điện tử. Điều này giúp tăng độ đa dạng của dữ liệu và cải thiện hiệu suất của mô hình.
2. **Tối ưu hóa tham số huấn luyện**: RoBERTa sử dụng các kỹ thuật tối ưu hóa tham số mới để cải thiện hiệu suất của mô hình. Cụ thể, RoBERTa sử dụng kỹ thuật "dynamic masking" để ngăn chặn mô hình quá tập trung vào một phần nhất định của dữ liệu huấn luyện.

Ngoài ra để nâng cao độ chuẩn xác trong biểu diễn từ thì RoBERTa đã **loại bỏ tác vụ dự đoán câu tiếp theo và huấn luyện trên các câu dài hơn**.

### 1.3. Input và Output của RoBERTa

Input của RoBERTa là một đoạn văn bản, bao gồm một chuỗi các từ hoặc ký tự, được mã hóa dưới dạng số. Trước khi được đưa vào RoBERTa, văn bản sẽ được tiền xử lý bằng các phương pháp như tokenization, padding, và segment embedding. Đối với một văn bản dài hơn kích thước tối đa mà mô hình có thể xử lý, RoBERTa sẽ được áp dụng theo kiểu "sliding window" để xử lý từng phần của văn bản.

Output của RoBERTa là một vector biểu diễn cho văn bản đầu vào. Vector này có số chiều cố định và thường là 768 hoặc 1024 chiều tùy thuộc vào kích thước của mô hình. Vector này được sử dụng để thực hiện các tác vụ như phân loại, trích xuất thông tin, hay sinh văn bản.

Đây là một ví dụ về cách RoBERTa xử lý một câu văn bằng input và output tương ứng:

Input: "I love walking in the park on a sunny day."

Output:

* Embedding layer: các từ trong câu được mã hóa thành các vector số thực đại diện cho từ đó.
* Encoder layers: các vector từ được đưa qua nhiều lớp encoder để tính toán các biểu diễn phức tạp hơn cho câu đầu vào.
* Pooling layer: các biểu diễn vector của các từ trong câu được gom nhóm thành một vector đại diện cho toàn bộ câu.
* Classification layer: vector đại diện cho toàn bộ câu được đưa qua một lớp phân loại để phân loại câu theo mục đích tương ứng (ví dụ: phân loại cảm xúc, phân loại chủ đề,...).

Với ví dụ trên, đầu ra có thể là vector số thực biểu thị cho xác suất của câu đó thuộc vào một số lớp cảm xúc nhất định (ví dụ: positive, negative, neutral).

### 1.4. Ứng dụng

Một số ứng dụng của RoBERTa bao gồm:

1. **Phân loại văn bản**: RoBERTa được sử dụng để phân loại các văn bản trong nhiều lĩnh vực khác nhau, chẳng hạn như phân loại cảm xúc, phân loại tin tức, phân loại định hướng chính trị, phân loại ngôn ngữ, v.v.
2. **Trích xuất thông tin**: RoBERTa được sử dụng để trích xuất thông tin từ các văn bản, chẳng hạn như trích xuất tên, địa chỉ, ngày tháng, v.v. từ các tài liệu hợp đồng hoặc bản tin báo chí.
3. **Sinh câu**: RoBERTa được sử dụng để sinh câu tự động, giúp cho việc viết văn bản nhanh chóng và hiệu quả hơn.
4. **Dịch máy**: RoBERTa được sử dụng trong các hệ thống dịch máy để cải thiện chất lượng và độ chính xác của kết quả dịch.
5. **Xử lý ngôn ngữ tự nhiên**: RoBERTa được sử dụng để giải quyết các vấn đề trong xử lý ngôn ngữ tự nhiên, chẳng hạn như phân tích cú pháp, phân tích tình cảm, nhận dạng thực thể tên, v.v.

Một trong những ứng dụng thực tế của RoBERTa là trong việc xử lý ngôn ngữ tự nhiên và phân tích cảm xúc. Ví dụ, các công ty có thể sử dụng RoBERTa để phân tích cảm xúc của khách hàng trên các kênh truyền thông xã hội như Twitter hoặc Facebook. RoBERTa có thể phân tích và đánh giá nội dung từ những bài viết trên các trang mạng xã hội, từ đó giúp các công ty có thể hiểu được cảm nhận của khách hàng đối với sản phẩm hoặc dịch vụ của mình và đưa ra các cải tiến hoặc điều chỉnh phù hợp. Ngoài ra, RoBERTa cũng có thể được sử dụng trong các ứng dụng như dịch thuật tự động, nhận diện giọng nói, tóm tắt văn bản và phân tích tâm lý khách hàng.

### 1.5. Ví dụ

**Ví dụ 1:**

Để minh họa cho input và output của RoBERTa, chúng ta có thể sử dụng ví dụ sau:

Input: "Tôi là sinh viên Đại học Bách Khoa Hà Nội."

Output:

* Các token được tách ra: ["Tôi", "là", "sinh\_viên", "Đại\_học", "Bách\_Khoa", "Hà\_Nội", "."]
* Ma trận nhúng từ (embedding matrix) được tạo ra bằng cách sử dụng các vectơ nhúng từ (word embeddings) được học từ dữ liệu lớn trước khi huấn luyện. Mỗi token được biểu diễn bởi một vectơ 768 chiều.
* Đầu vào được chuẩn hóa bằng cách thêm các kí tự padding (chẳng hạn như kí tự 0) để có cùng độ dài. Ví dụ, nếu số lượng token tối đa trong một câu được đặt là 10, một câu có số lượng token ít hơn 10 sẽ được thêm các kí tự padding để đạt được độ dài bằng 10.
* Ma trận đầu vào (input matrix) được tạo ra từ các vectơ nhúng từ đã được chuẩn hóa và các kí tự padding. Ma trận này có kích thước là 10x768 nếu số lượng token tối đa là 10.
* Một lớp Transformer được áp dụng vào ma trận đầu vào để tính toán các đại diện ngữ nghĩa (semantic representations) của câu. Lớp Transformer gồm nhiều lớp con Transformer, mỗi lớp con có một số lượng head attention và một số lượng neuron ẩn. Các lớp Transformer này được lặp lại nhiều lần để tăng cường khả năng học và tạo ra các đại diện ngữ nghĩa có độ phức tạp cao hơn.
* Các đại diện ngữ nghĩa của các token trong câu được tạo ra bằng cách lấy giá trị của ma trận đầu ra của lớp Transformer tương ứng với vị trí của token đó trong câu. Mỗi token được biểu diễn bởi một vectơ 768 chiều.

Đầu ra của RoBERTa có thể được sử dụng để thực hiện các tác vụ NLP như phân loại, dịch máy, tóm tắt nội dung, và trích xuất thông tin, và nhiều ứng dụng khác.

**Ví dụ 2:**

Input: "I love playing football with my friends"

1. Tokenization: ['I', 'love', 'playing', 'football', 'with', 'my', 'friends']
2. Thêm token [CLS] vào đầu câu và [SEP] vào cuối câu: ['[CLS]', 'I', 'love', 'playing', 'football', 'with', 'my', 'friends', '[SEP]']
3. Chuyển đổi các token thành ID theo từ điển của RoBERTa: [0, 31414, 1218, 10599, 14568, 61, 144, 567, 2]
4. Thêm các token padding để đạt độ dài chuẩn của input (ví dụ: 10): [0, 31414, 1218, 10599, 14568, 61, 144, 567, 2, 0]
5. Đưa input đã qua xử lý vào mô hình RoBERTa
6. Lấy vector biểu diễn của token [CLS] làm output của mô hình

Output: vector biểu diễn của token [CLS] sau khi đưa input "I love playing football with my friends" qua mô hình RoBERTa.

## 2. Adam

Adam (Adaptive Moment Estimation) là một trong những thuật toán tối ưu hóa gradient descent được sử dụng rộng rãi trong deep learning. Nó là một thuật toán tối ưu hóa tự điều chỉnh, tức là nó tự động thay đổi learning rate (tốc độ học) cho mỗi tham số của mô hình, dựa trên thông tin gradient của chúng. Adam sử dụng hai bước để thực hiện tối ưu hóa: tính toán gradient và cập nhật trọng số của mô hình. Trong quá trình tính toán gradient, Adam tính trung bình của các gradient để cung cấp một ước lượng chính xác hơn cho hướng cập nhật. Trong khi cập nhật trọng số, Adam sử dụng kết hợp của trung bình gradient và trung bình bình phương gradient, kết hợp giữa tính chính xác và tính ổn định.

Adam được xem là một trong những thuật toán tối ưu hóa hiệu quả trong các bài toán deep learning, nhất là khi số lượng tham số lớn. Nó có thể giúp tăng tốc độ huấn luyện và đạt được kết quả tốt hơn trong thời gian ngắn hơn so với các thuật toán tối ưu hóa khác.

## 3. Optimization

### 3.1. Các bước thực hiện tối ưu hóa

1. **Implementation**: Mô hình RoBERTa được sử dụng trong fairseq (Ott et al., 2019).
2. **Maximum Length**: Một maximum length (độ dài tối đa) là 256 subword tokens được sử dụng để phân đoạn các câu trong quá trình huấn luyện mô hình. Với bộ dữ liệu được sử dụng, có tổng cộng 145 triệu câu và mỗi câu được chia thành các subword tokens. Do đó, sẽ có khoảng 13,8 triệu khối câu được tạo ra.
3. **Optimizer**: Trong quá trình huấn luyện mô hình, phương pháp tối ưu hóa Adam (Kingma và Ba, 2014) được sử dụng. Phương pháp này kết hợp giữa giá trị gradient trung bình và mô-men gradient để tối ưu hóa hàm mất mát.
4. **Batch Size**: Batch size là số lượng dữ liệu huấn luyện được sử dụng trong một lần cập nhật trọng số mô hình. Trong quá trình huấn luyện PhoBERTbase, batch size là 1024 và được chia đều trên 4 V100 GPUs, mỗi card có dung lượng 16GB. Trong khi đó, batch size cho PhoBERTlarge là 512.
5. **Learning Rate**: Learning rate là tham số quan trọng trong quá trình huấn luyện mô hình, đóng vai trò giúp định hướng và điều chỉnh quá trình tối ưu hóa trọng số mô hình. Trong quá trình huấn luyện PhoBERTbase, learning rate đạt đỉnh ở giá trị 0,0004. Trong khi đó, learning rate đạt đỉnh ở giá trị 0,0002 cho PhoBERTlarge.
6. **Epochs**: Một epoch là quá trình huấn luyện mô hình qua toàn bộ bộ dữ liệu huấn luyện. Trong quá trình huấn luyện PhoBERTbase và PhoBERTlarge, số epochs lần lượt là 40 và 5 tuần. Trong đó, learning rate được warm-up trong 2 epochs.

Tạo ra khoảng 540K bước huấn luyện cho PhoBERTbase và 1.08M bước huấn luyện cho PhoBERTlarge.

Cuối cùng, tiền huấn luyện PhoBERTbase trong 3 tuần và sau đó tiền huấn luyện PhoBERTlarge trong 5 tuần.

Những thông số trên được tính toán để đảm bảo quá trình huấn luyện mô hình được thực hiện một cách hiệu quả nhất.

### 3.2. Mục đích các bước trên

#### 3.2.1. Implementation

Sử dụng mã nguồn của RoBERTa và fairseq trong huấn luyện mô hình nhằm tối ưu hóa quá trình huấn luyện, tăng tốc độ tính toán, giảm độ phức tạp của việc lập trình và tăng khả năng tái sử dụng của mô hình.

RoBERTa và fairseq giúp cho việc huấn luyện và triển khai các mô hình NLP trở nên đơn giản và hiệu quả hơn. RoBERTa là một mô hình dựa trên kiến trúc của mô hình BERT nhưng được huấn luyện trên một tập dữ liệu lớn hơn, còn fairseq là một thư viện cho phép huấn luyện và triển khai các mô hình ngôn ngữ sử dụng các kiến trúc hiện đại như Transformer.

Việc sử dụng mã nguồn của RoBERTa và fairseq trong huấn luyện mô hình PhoBERT giúp tối ưu hóa quá trình huấn luyện bằng cách sử dụng các công cụ và thủ tục tiêu chuẩn trong các thư viện này. Điều này giúp cho quá trình huấn luyện trở nên đơn giản hơn, giảm thiểu khả năng sai sót trong lập trình và đảm bảo tính hiệu quả của mô hình được đào tạo.

#### 3.2.2. Maximum length

Đặt giới hạn chiều dài tối đa của câu là 256 subword tokens giúp giảm thiểu sự phức tạp tính toán và tiết kiệm bộ nhớ trong quá trình huấn luyện. Trong các mô hình dựa trên mạng nơ-ron, đặt giới hạn chiều dài tối đa của đầu vào có thể giúp cải thiện tốc độ huấn luyện và khả năng tổng quát hóa của mô hình.

Việc đặt giới hạn chiều dài trên có thể giúp tránh overfitting bằng cách đảm bảo rằng mô hình không học quá nhiều từ dữ liệu huấn luyện, đồng thời đảm bảo rằng mô hình có thể tổng quát hóa tốt trên các câu có chiều dài khác nhau trong tập dữ liệu mới.

#### 3.2.3. Optimizer (Adam)

Việc sử dụng Adam để tối ưu hóa quá trình huấn luyện giúp cải thiện tốc độ hội tụ của mô hình, tức là giảm thiểu thời gian cần thiết để mô hình đạt được kết quả tốt nhất.

#### 3.2.4. Batch Size

Sử dụng kích thước batch lớn và sử dụng nhiều GPU giúp tăng tốc quá trình huấn luyện.

#### 3.2.5. Learning Rate

Việc tăng thời gian huấn luyện mô hình cũng cải thiện chất lượng của mô hình, giúp nó đạt được kết quả tốt hơn khi được sử dụng trong các tác vụ xử lý ngôn ngữ tự nhiên.

#### 3.2.6. Epochs

Trong quá trình huấn luyện mô hình, epoch là một đơn vị đo lường được sử dụng để chỉ số lần mô hình được đưa qua toàn bộ tập dữ liệu huấn luyện. Nói cách khác, mỗi epoch là một vòng lặp qua toàn bộ tập dữ liệu huấn luyện. Trong trường hợp này, tác giả đã chọn huấn luyện mô hình trong 40 epoch.

Ngoài ra, tốc độ học được làm bắt đầu trong 2 epoch để giúp mô hình học tốt hơn từ đầu. Tốc độ học ở đây là một siêu tham số quan trọng trong quá trình huấn luyện mô hình deep learning. Nó quyết định tốc độ cập nhật trọng số mô hình dựa trên gradient được tính từ hàm mất mát trong quá trình huấn luyện. Tốc độ học quá cao có thể dẫn đến việc mô hình bị tràn số hoặc hội tụ không tốt. Trong khi đó, tốc độ học quá thấp sẽ khiến quá trình huấn luyện chậm và mô hình không hội tụ đến kết quả tốt.

Tổng số bước huấn luyện được tính dựa trên số lượng khối câu được tạo ra và kích thước lô (batch size) được sử dụng trong quá trình huấn luyện. Kích thước lô là số lượng ví dụ đầu vào được sử dụng để cập nhật trọng số mô hình trong mỗi lần đưa qua mạng. Trong trường hợp này, tác giả đã sử dụng kích thước lô là 1024 cho PhoBERTbase và 512 cho PhoBERTlarge, chia đều trên 4 GPU V100 (16GB mỗi GPU).

Tổng số bước huấn luyện cũng phụ thuộc vào số epoch và kích thước lô. Tác giả tính toán số bước huấn luyện cho mỗi phiên bản PhoBERT dựa trên công thức: số lượng khối câu được tạo ra x số epoch / kích thước lô. Kết quả là khoảng 540K bước huấn luyện cho PhoBERTbase và 1.08M bước huấn luyện cho PhoBERTlarge.

# **3 Experimental setup**

Fine-tuning trong PhoBERT bao gồm các bước sau:

1. Chuẩn bị dữ liệu: Chọn các tập dữ liệu phù hợp cho từng tác vụ (POS tagging, NER, NLI, ...), chia tập dữ liệu thành tập train, validation và test, xác định định dạng dữ liệu đầu vào và đầu ra cho từng tác vụ cụ thể.
2. Load pre-trained PhoBERT: Sử dụng pre-trained PhoBERT (đã được train trên large corpus) để tạo ra các embedding cho câu đầu vào.
3. Thêm lớp head: Tạo một hoặc nhiều lớp head để thực hiện tác vụ cụ thể, ví dụ như là POS tagging, NER, NLI, ...
4. Fine-tune mô hình: Sử dụng tập train để tinh chỉnh mô hình, cập nhật các trọng số của mô hình dựa trên hàm mất mát và thuật toán tối ưu hóa, ví dụ như AdamW.
5. Tinh chỉnh tham số và Đánh giá mô hình: Thực hiện việc tinh chỉnh các tham số mô hình như số lượng epoch, learning rate, batch size, dropout rate, số lượng lớp ẩn, số lượng heads, v.v. để cải thiện hiệu suất của mô hình cho từng tác vụ cụ thể. Sau mỗi epoch, đánh giá hiệu suất của mô hình trên tập validation. Nếu không có cải thiện nào trong 5 epoch liên tiếp, dừng sớm (early stopping). Sau khi tất cả các epoch được huấn luyện xong, chọn checkpoint tốt nhất và đánh giá trên tập test.
6. Đánh giá kết quả: Đánh giá kết quả bằng các chỉ số thích hợp cho từng tác vụ và so sánh với các mô hình khác.

## **3.1. Kiến trúc Transformer**

Transformer là một kiến trúc mạng nơ-ron đang được sử dụng rộng rãi trong xử lý ngôn ngữ tự nhiên. Trong kiến trúc này, đầu vào và đầu ra đều là một chuỗi các token được biểu diễn dưới dạng các vector embedding.

Trong PhoBERT, Transformer được sử dụng để tinh chỉnh các embedding của các từ và phần tử ngữ cảnh (contextualized embedding), giúp nâng cao hiệu suất của PhoBERT trong các tác vụ như POS tagging, NER và NLI.

Cụ thể, PhoBERT sử dụng một lớp transformer để học biểu diễn ngôn ngữ tự nhiên của các từ trong câu. Lớp transformer này được sử dụng để tính toán các embedding contextualized của các từ trong câu, cho phép mô hình hiểu được các từ trong ngữ cảnh của chúng. Sau đó, các embedding này được sử dụng để phân loại văn bản (như trong trường hợp phân loại POS và NER), phân tích cú pháp (như trong trường hợp phân tích cây phụ thuộc), hoặc giải quyết các nhiệm vụ khác trong xử lý ngôn ngữ tự nhiên.

Tóm lại, mục đích của PhoBERT là sử dụng transformer trong quá trình fine-tuning để tăng cường khả năng xử lý ngôn ngữ tự nhiên của mô hình cho tiếng Việt.